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Abstract—With the rapid development of Virtual Reality (VR)
technology, effectively understanding user feedback has become
a core task for improving user experience and optimizing
system functionality. However, extracting meaningful insights
from VR user reviews remains challenging. Traditional topic
modeling methods often generate unannotated and ambiguous
topics, requiring extensive manual annotation and analysis. To
address this issue, this study proposes an innovative approach
that leverages state-of-the-art Large Language Models (LLMs)
to automatically identify and precisely summarize key topics
from VR user reviews. Ultimately, this research aims to generate
accurate topics from VR-related textual inputs that genuinely
reflect user concerns. By filling the gap in the application of
LLMs to VR text analysis, this study provides VR developers with
precise user insights, aiding product optimization and iterative
improvement.

I. INTRODUCTION

Topic modeling, a core technique in Natural Language
Processing (NLP), has been widely applied across industries
to analyze textual data. In software engineering, researchers
extensively use methods such as LDA and BERTopic to ana-
lyze developer posts and user reviews, uncovering discussion
content and trends. Our previous study on VR head-mounted
displays (HMDs) development [1] applied BERTopic to cluster
user discussions on VR HMDs, identifying key concerns.
Notably, we found significant user worries regarding the safety
of VR devices, providing valuable insights for VR developers.
Sutton [2] highlighted how developers discuss the mechanisms
behind technological success or failure, while Barua et al. [3]
analyzed topic evolution over time. Similarly, past research has
explored topic modeling in various software domains, such
as machine learning [4], [5], mobile development [6], [7],
security [8], and VR/video game development [9], [10].

While these studies highlight the effectiveness of traditional
topic models in extracting meaningful insights, they face sev-
eral challenges. 1) Traditional topic models often treat words
as independent units, ignoring semantic relationships, which
limits contextual understanding. 2) Additionally, the topics

generated typically require significant manual annotation to
become actionable, leading to high labor costs. 3) Furthermore,
traditional models struggle to maintain performance when
applied to large-scale or complex datasets, posing scalability
issues.

The advent of Large Language Models (LLMs) has rev-
olutionized topic extraction by addressing the limitations of
traditional methods. Leveraging pre-trained embeddings and
contextual understanding, LLMs generate semantically rich
and actionable topics. For instance, Pham et al. [11] demon-
strated that LLMs outperformed LDA in a Wikipedia-based
study, achieving a harmonic mean purity of 0.74 compared to
0.64. Nori et al. [12] showed that LLMs achieved over 80%
accuracy on BERTopic-annotated medical datasets. Zhang et
al. [13] highlighted that LLMs generalized effectively across
domains, surpassing traditional models in coherence and ap-
plicability. Similarly, Wang et al. [14] demonstrated LLMs’
ability to summarize complex topics and identify emerging
trends in scientific literature reviews. Finally, Wang et al. [15]
used LLMs to extract topics from social media data, providing
actionable insights for policymakers.

Despite these advancements, the use of LLMs in VR-related
text analysis remains largely unexplored. Building on existing
studies, this research proposes the development of an LLM-
based topic extraction model specifically tailored to the VR
domain. The model seeks to address the limitations of tradi-
tional methods by: 1) capturing deep semantic relationships in
VR user feedback, 2) automating topic identification to reduce
the need for manual intervention, and 3) providing actionable
insights to developers for enhancing VR system development
and optimizing user experiences. As shown in Figure 1.

II. RESEARCH QUESTIONS

This study focuses on addressing the following research
questions (RQs) to explore the application of LLMs for
extracting and analyzing VR-related topics.
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Fig. 1. Workflow

A. RQ1: How can LLMs be effectively applied to extract topics
from VR-related textual data?

Motivation: Traditional topic models like LDA and
BERTopic often fail to capture the nuanced semantics of
VR feedback, including domain-specific jargon and complex
expressions. LLMs offer a solution by leveraging advanced
contextual understanding and language modeling.

Approach: Develop an LLM-based topic extraction frame-
work tailored to the VR domain. Fine-tune pre-trained LLMs
(e.g., GPT-4 [16], Flan [17], BLOOM [18], LLaMA [19])
on VR-specific datasets to enhance their understanding of
domain-specific language. Employ prompt engineering and
embeddings to improve topic granularity and relevance.

B. RQ2: How can the validity and reliability of the LLM-based
topic extraction model be evaluated?

Motivation: Evaluating LLMs in domain-specific contexts
like VR is critical due to unique challenges, such as complex
terminology and diverse user feedback. Rigorous evaluation
ensures the model’s ability to extract accurate, actionable
topics and identifies areas for improvement, enhancing its
value for VR system development.

Approach: Building on the evaluation methods proposed by
Kozlowskiet al. [13], this study employs two methods to assess
the validity and accuracy of LLM-generated topics. 1. Match-
ing with Predefined Labels. Domain experts manually create
predefined labels as a baseline, and the LLM-generated topics
are compared for overlap and semantic alignment. 2. Expert
Scoring. Two authors independently score topics based on
Accuracy (1–3, alignment with dataset context) and Usefulness
(1–3, practical applicability). Inter-rater agreement is measured
using Cohen’s Kappa to ensure evaluation consistency.

C. RQ3: What are the key concerns and priorities of VR users
as reflected in their feedback?

Motivation: Understanding user concerns and preferences
is critical for optimizing VR systems and improving user
experience. Identifying key topics in user feedback helps
developers prioritize issues and design user-centric solutions.

Approach: Apply the LLM-based topic extraction frame-
work to analyze user reviews collected from VR platforms
(e.g., SteamVR, HTCVive). Extract and categorize topics
into actionable domains such as technical challenges, user
experience feedback, and feature requests.

D. RQ4: How do these topics and user concerns evolve over
time?

Motivation: VR is a rapidly evolving field, and user expec-
tations and concerns shift as technology advances. Analyzing
temporal trends helps developers address persistent issues and
anticipate future demands.

Approach: Building on the approach of Upp et al. [20],
analyze both the absolute and relative influence of topics over
time to identify significant changes and areas that require con-
tinued attention from developers across different time periods
and VR platforms.

III. RESULTS AND CONTRIBUTIONS

A. Expected Results

1) Cohen’s Kappa value between evaluators is expected to
exceed 0.8, confirming consistency and reliability.

2) LLM-generated topics are anticipated to achieve over
80% accuracy, surpassing traditional methods and
human-defined baselines.

3) The model will effectively extract user concerns, sum-
marizing them into actionable topics (e.g., ”latency
issues” or ”privacy protection”).

4) Temporal analysis will reveal evolving trends, such as
declining focus on ”motion sickness” and increasing
discussions on ”privacy,” providing strategic guidance
for developers.

B. Key Contributions

1) LLM Framework for VR Feedback: A model that
accurately identifies VR user concerns (e.g., input: raw
reviews, output: structured topics) to guide product
optimization.

2) Evaluation Framework: Introduces metrics (e.g., ac-
curacy, coherence) and qualitative methods (e.g., useful-
ness scoring, inter-rater consistency) for domain-specific
LLM evaluation.

3) Topic Evolution Insights: Highlights user concern
trends over time (e.g., reduced ”motion sickness” con-
cerns, increased focus on ”privacy”), aiding resource
prioritization.

IV. QUESTION FOR DECS COMMITTEE

What additional metrics or validation techniques would you
recommend to enhance the reliability of our LLM-based topic
modeling approach?

How can we ensure fairness and minimize biases in LLM-
generated topics for VR user feedback analysis?

Are there any opportunities for DECS participants to attend
CHASE in person?
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