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Abstract

Context: Generative AI (GenAI) has emerged as a transformative tool in software
engineering, with requirements engineering (RE) actively exploring its potential to
revolutionize processes and outcomes. The integration of GenAI into RE presents
both promising opportunities and significant challenges that necessitate systematic
analysis and evaluation.
Objective: This paper presents a comprehensive systematic literature review (SLR)
analyzing state-of-the-art applications and innovative proposals leveraging GenAI in
RE. It surveys studies focusing on the utilization of GenAI to enhance RE processes
while identifying key challenges and opportunities in this rapidly evolving field.
Method: A rigorous SLR methodology was used to conduct an in-depth analysis
of 27 carefully selected primary studies. The review examined research questions
pertaining to the application of GenAI across various RE phases, the models and
techniques used, and the challenges encountered in implementation and adoption.
Results: The most salient findings include i) a predominant focus on the early stages
of RE, particularly the elicitation and analysis of requirements, indicating potential
for expansion into later phases; ii) the dominance of large language models, especially
the GPT series, highlighting the need for diverse AI approaches; and iii) persistent
challenges in domain-specific applications and the interpretability of AI-generated
outputs, underscoring areas requiring further research and development.
Conclusions: The results highlight the critical need for comprehensive evaluation
frameworks, improved human–AI collaboration models, and thorough consideration
of ethical implications in GenAI-assisted RE. Future research should prioritize ex-
tending GenAI applications across the entire RE lifecycle, enhancing domain-specific
capabilities, and developing strategies for responsible AI integration in RE practices.
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Review, LLMs (Large Language Models), GPT (Generative Pre-trained
Transformer)

1. Introduction

Software engineering (SE) faces escalating challenges as systems grow in complex-
ity and scale. Modern software must meet diverse functional requirements while en-
suring reliability, security, and maintainability [1]. The discipline of SE encompasses
the entire software lifecycle, from requirements elicitation to system maintenance,
aiming to enhance development efficiency and quality through systematic methods
and technical strategies. Despite significant advancements, complex projects fre-
quently encounter issues such as delays, cost overruns, and system defects. Lederer
et al. demonstrated through empirical studies that frequent change requests from
users and their lack of understanding of requirements are primary contributors to
cost overruns [2]. In addition, the Standish Group’s “2020 CHAOS Report” reveals
that only 31% of software projects are completed on time and within budget, with
a mere 46% delivering high-value returns [3]. These findings underscore the critical
need to optimize the requirements engineering (RE) phase to improve the success
rate of software projects and reduce costs.

The integration of AI into SE (AI for SE) has transformed traditional practices,
particularly in areas such as code generation, defect prediction, and software testing,
substantially improving efficiency and quality across development processes [4, 5, 6].
AI’s ability to automate and enhance these tasks has paved the way for more intel-
ligent and adaptive SE practices. Building on these advancements, current research
is increasingly focused on extending the benefits of AI to requirements engineering
(AI for RE), with the goal of addressing the unique challenges in eliciting, analyzing,
and validating software requirements. This shift marks an important evolution from
AI’s traditional role in SE toward a more specialized focus on using generative AI
(GenAI) to optimize RE practices. These AI-based approaches in SE lay the founda-
tion for the application of more advanced GenAI techniques, such as large language
models (LLMs), in various SE tasks. The success of AI in improving software devel-
opment processes and quality sets the stage for exploring the potential of GenAI in
the specific domain of RE.

RE holds a critical role within SE because it focuses on the systematic elici-
tation, analysis, specification, validation, and management of both functional and
non-functional requirements [7]. The importance of RE in the software development
lifecycle is widely recognized and has been codified in international standards such as
ISO/IEC/IEEE 29148:2018. This standard provides a unified framework and best-
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practice guidelines for the RE process, emphasizing its crucial role in project success
[8].

As illustrated in Figure 1, RE encompasses five primary components:

1. Elicitation: This component involves gathering requirements through various
techniques such as interviews, workshops, and surveys. These methods help
capture stakeholders’ needs and expectations.

2. Analysis: This stage includes modeling the gathered requirements and prior-
itizing them on the basis of their importance and feasibility.

3. Specification: Here, requirements are documented in various formats, includ-
ing user stories, use cases, and formal specifications, ensuring clear communi-
cation of system expectations.

4. Validation: This crucial step involves reviewing the specified requirements,
prototyping, and testing to ensure they accurately reflect stakeholders’ needs
and are feasible to implement.

5. Management: This overarching activity includes change control, traceability,
and version control, ensuring that requirements remain consistent and up-to-
date throughout the project lifecycle.

The diagram also highlights the importance of stakeholders and various tools and
techniques that support the entire RE process. The primary goal of RE is to ensure
that the software system aligns with stakeholders’ needs, thereby reducing project
risks and improving system usability and user satisfaction [9]. High-quality RE is
a key determinant in the success of software projects, providing the foundation for
subsequent design, implementation, and testing activities.

However, traditional RE methods often face challenges related to efficiency and
accuracy, especially when addressing rapidly evolving and increasingly complex re-
quirements. As modern software systems grow in scale and intricacy, enhancing the
quality and effectiveness of RE processes remains a pressing issue in contemporary
SE [10].

The evolution of RE has been marked by several distinct phases, each driven
by the need to address increasingly complex software development challenges [7].
Initially, traditional RE methods relied heavily on manual processes, stakeholder
interviews, and document-centric approaches. As software systems grew more intri-
cate, these methods proved insufficient for capturing and managing the full spectrum
of requirements. This led to the rise of model-driven RE, which introduced visual
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Figure 1: Concept of requirements engineering

representations and formal specifications to improve clarity and traceability [11]. In
response to the growing complexity and dynamic nature of modern software sys-
tems, RE has gradually evolved into AI-driven approaches that automate many of
the repetitive tasks, improve analysis, and handle larger volumes of data with greater
efficiency [12]. Recently, this evolution has taken another significant step with the
introduction of GenAI for RE. By leveraging advanced technologies such as LLMs,
GenAI for RE represents a new paradigm that not only enhances traditional RE
activities but also opens new possibilities for automating the generation, refinement,
and analysis of requirements [13, 14]. This shift towards GenAI for RE marks a
transformative moment in the field, offering unprecedented potential to tackle the
increasing complexity of requirements and the evolving needs of stakeholders.

GenAI refers to a class of advanced AI systems capable of generating new content
(e.g., text, images, music, and even code) on the basis of patterns learned from exten-
sive training data [15]. Powered by cutting-edge deep learning techniques and neural
networks, including LLMs such as GPT-3 and GPT-4, GenAI has made significant
strides in fields such as natural language processing (NLP), image generation, and
creative content creation.

As illustrated in Figure 2, GenAI is built upon three main pillars: deep neural
networks, machine learning algorithms (especially deep learning techniques), and
large-scale training data. Deep neural networks, particularly advanced architectures
such as transformers and generative adversarial networks (GANs), form the backbone
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of GenAI systems. A crucial component of these networks is LLMs, such as GPT-3
and GPT-4, which have revolutionized natural language processing and generation.

Figure 2: Concept of generative AI

These LLMs are trained on vast datasets, enabling them to generate text, images,
or other forms of content similar to that generated by humans by understanding the
context provided. One of the most notable applications of GenAI is ChatGPT, a
conversational AI model that can engage in dialogue, answer questions, and assist
with a wide range of tasks across various domains. This transformative technology
continues to revolutionize industries by offering coherent, contextually relevant, and
diverse outputs across multiple sectors [16]. These networks are trained using sophis-
ticated machine learning algorithms, with emphasis on deep learning techniques and
including methods such as unsupervised learning. Large-scale training data consist-
ing of vast text corpora and image datasets provide the foundation for these models
to learn patterns and generate new content. The applications of GenAI, as shown
in the diagram, span various domains, including text generation, image creation,
code generation, and, notably, conversational AI. The diagram illustrates how the
core components of GenAI—deep neural networks (including LLMs), advanced ma-
chine learning algorithms, and large-scale training data—converge to enable these
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diverse applications, showcasing the technology’s potential to affect numerous fields
and industries.

Figure 3 illustrates the intricate relationship between GenAI capabilities and the
RE process. The diagram is structured into two main parts: the RE process and
GenAI capabilities. The RE process is depicted with five key components: elicita-
tion, analysis, specification, validation, and management. Each of these components
is shown to receive input from various sources, such as stakeholder input for elicita-
tion, domain knowledge for analysis, and change requests for management. On the
GenAI side, the diagram showcases four primary capabilities: NLP, pattern recog-
nition, predictive analytics, and automated documentation. Nested within these
capabilities is a subgroup representing LLMs; these capabilities include text gen-
eration, context understanding, and language translation. The diagram illustrates
how these GenAI capabilities directly influence and enhance various stages of the
RE process. For instance, NLP is shown to support both elicitation and specifica-
tion, whereas predictive analytics contributes to analysis and validation. Automated
documentation is depicted as aiding both specification and management processes.

Figure 3: Overview of generative AI integration in requirements engineering

The integration of GenAI into the RE process is shown to yield several positive
outcomes, including improved requirements quality, increased efficiency, enhanced
consistency, and improved traceability. These outcomes are directly linked to the
RE process, emphasizing the transformative effect of GenAI on RE practices. The
development of GenAI has been propelled by advancements in machine learning ar-
chitectures, particularly the transformer architecture that forms the backbone of
modern LLMs. These models, trained on vast datasets, can understand and pro-
duce text similar to that produced by humans, leading to widespread applications
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across industries such as healthcare, finance, entertainment, and education. GenAI’s
ability to generate and manipulate complex data patterns has opened new avenues
for automating and improving tasks that traditionally required considerable human
intervention.

In the context of RE, the advent of GenAI introduces novel opportunities to
enhance and transform RE processes. When the power of LLMs is leveraged, key
RE activities—including requirements elicitation, analysis, specification, validation,
and management—can be automated or augmented [14]. This possibility is clearly
illustrated in Figure 3, where each component of the RE process is shown to benefit
from specific GenAI capabilities. For example, GenAI can automatically generate
requirements based on stakeholder input, as depicted by the connection between
NLP and the elicitation process. The ability to detect inconsistencies or ambiguities
in requirements documents is represented by the link between “pattern recognition”
and the “analysis phase.” In addition, GenAI can assist in creating user stories, use
cases, and other requirement artifacts, substantially reducing the time and effort
required from RE practitioners. This capability is reflected in Figure 3 through the
connection between “automated documentation” and “specification.” The diagram
also highlights how GenAI contributes to the management aspect of RE, which is
crucial for handling change requests and maintaining traceability throughout the
project lifecycle. This relationship is represented by the link between “automated
documentation” and the “management” component, as well as the “better traceabil-
ity” outcome. By enhancing both the efficiency and effectiveness of RE activities,
as shown by the multiple positive outcomes in the diagram, GenAI has the poten-
tial to improve software quality, mitigate project risks, and ultimately lead to more
successful software development outcomes.

The rapid advancements in GenAI and its potential to transform RE make prior-
itizing research in this area imperative. Exploring how LLMs can be used to stream-
line and optimize RE tasks while ensuring the quality, consistency, and reliability
of the generated requirements is critical. At the same time, addressing the limita-
tions and challenges of integrating GenAI into the RE process, including concerns
related to automation accuracy, contextual understanding, and stakeholder align-
ment, is also essential [17]. As software systems become increasingly complex and
interconnected, managing and tracing requirements throughout the development life-
cycle becomes a key challenge. GenAI holds the potential to substantially enhance
requirements traceability, change impact analysis, and consistency checking, help-
ing maintain clarity and cohesion in evolving systems. Investigating how LLMs can
be used for these purposes may yield substantial benefits for project management,
software maintenance, and overall system quality. In recent years, the integration
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of GenAI into RE has garnered increasing attention. This integration presents op-
portunities to automate the generation and refinement of requirements, assist in
analyzing complex specifications, and improve the consistency and completeness of
requirements documentation. With leveraging of GenAI, human effort in these tasks
can be dramatically reduced while improving accuracy and minimizing errors.

This systematic literature review seeks to explore the current state of research
on the application of GenAI in RE. Specifically, it aims to examine and synthe-
size findings from 27 selected papers to identify the key contributions of GenAI
toward improving RE practices, as well as the challenges and limitations that re-
main. Through a comprehensive analysis of the literature, this review highlights
the strengths, weaknesses, and gaps in current research, offering a clear picture of
how GenAI is transforming RE. In addition, this review proposes future research
directions to guide advancements in this evolving field, with the expectation that
the provided insights will help shape the next wave of innovation at the intersection
of GenAI and RE.

The remainder of this paper is structured as follows: Section 2 presents the related
work, providing context on AI in RE, GenAI in SE, and GenAI in RE. Section 3
outlines the research questions that guide this systematic literature review. Section 4
details the research methodology adopted for this study, including the search strategy,
inclusion and exclusion criteria, and data extraction process. Section 5 presents the
analysis and discussion of our findings, where each research question is addressed
in turn and the current trends, predominant approaches, quality assessment, and
future directions in GenAI for RE are explored. Section 6 discusses the threats to
the validity of our study. Section 7 explores the challenges and future directions for
GenAI in RE. Finally, Section 8 concludes the paper, summarizing the key insights
and outlining future research opportunities.

2. Related Work

The application of AI in SE has emerged as a rapidly evolving field, with recent
advancements in GenAI opening new frontiers and reshaping traditional practices.
This section provides a comprehensive overview of the existing research landscape,
exploring the transformative potential of AI and GenAI applications within the do-
mains of SE and RE. We focus on key areas that are closely related to our research
topic: AI in RE, GenAI in SE, and GenAI in RE. By contextualizing our study
within this broader technological landscape, we aim to highlight the significance and
timeliness of our research contributions.

Several systematic literature reviews have summarized the state-of-the-art in AI
for SE. For example, Brar and Nandal [18] provide a comprehensive review of ma-
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chine learning techniques applied to SE, covering topics such as defect prediction,
effort estimation, and code smell detection. Their review highlights the potential of
these techniques in improving software quality and development processes while also
identifying challenges related to data availability, model interpretability, and general-
izability. They focus on the use of deep learning in SE and highlight its applications
in code generation, program repair, and software testing [19].

These AI-based approaches in SE lay the foundation for the application of more
advanced GenAI techniques, such as LLMs, in various SE tasks. The success of AI
in improving software development processes and quality sets the stage for exploring
the potential of GenAI in the specific domain of RE.

2.1. AI in Requirements Engineering (AI for RE)

In the domain of RE, AI has emerged as a promising solution for automating and
enhancing various RE tasks, addressing the challenges associated with the increasing
complexity and scale of modern software systems. Feng et al. proposed an innovative
AI-driven approach for requirements classification and prioritization, their approach
significantly reduces the manual effort required in these critical processes [20]. This
seminal work demonstrates the potential of AI in streamlining requirements manage-
ment and enabling more effective decision-making in software development projects.
In addition, AI techniques have been successfully used in requirements traceability,
with studies like that of Rahimi et al. [21] showcasing improved accuracy in linking
requirements to other software artifacts, such as design documents and test cases.
These advancements highlight the transformative potential of AI in optimizing RE
activities, ensuring requirement consistency, and facilitating effective communication
among stakeholders. By leveraging the power of AI, researchers and practitioners
can unlock new possibilities for automating and streamlining RE processes, ulti-
mately leading to higher-quality software systems that better align with user needs
and expectations.

Lovrencic et al. [22] have published a systematic literature review on the use of
NLP in RE, covering topics such as requirements classification, information extrac-
tion, and requirements quality assessment. Their review highlights the potential of
NLP techniques in reducing the manual effort required in RE tasks and improving
the quality of requirements documents. However, it also identifies several challenges,
such as the lack of RE-specific NLP tools and the need for domain-specific knowledge
in applying NLP to RE. In another recent review, Marques et al. [23] focus specifi-
cally on the use of ChatGPT, an LLM, in RE. They discuss the potential applications
of ChatGPT in requirements elicitation, analysis, and validation, as well as its lim-
itations and challenges, such as the need for human oversight and the potential for
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biased or inconsistent outputs.
Future research directions in AI for RE should focus on addressing these chal-

lenges. A pressing need exists to develop RE-specific AI tools that can better handle
the complexities of requirements elicitation, analysis, and management. In addition,
research efforts should be directed toward enhancing the domain adaptability of AI
models, enabling them to process and interpret domain-specific requirements across
various industries effectively. Improving the explainability and transparency of AI-
generated outputs in RE is another critical area for future work because it directly
affects the trustworthiness and adoption of these technologies in practice.

The application of AI techniques in RE has demonstrated significant potential
in automating and enhancing various RE tasks. These advancements pave the way
for the exploration of more sophisticated GenAI models, which could further revolu-
tionize how requirements are elicited, analyzed, and managed.

2.2. Generative AI in Software Engineering (GenAI for SE)

The emergence of GenAI models, particularly LLMs, has ushered in a new era of
possibilities in SE, enabling the automated generation of code, documentation, and
other software artifacts. Mastropaolo et al. conducted a groundbreaking study on the
use of Text-to-Text Transfer Transformer to support code-related tasks, highlight-
ing the immense potential of generative models in enhancing software development
processes [24]. This seminal work paves the way for more intelligent and efficient
code generation techniques, reducing the manual effort required in software devel-
opment. Similarly, Fried et al. introduced InCoder, a state-of-the-art generative
model for code infilling and synthesis, and demonstrated its effectiveness in gener-
ating code snippets based on natural language descriptions [25]. This innovative
approach showcases the potential of GenAI in enabling more natural and intuitive
ways of expressing software requirements and specifications. However, challenges
remain in ensuring the reliability and security of AI-generated code, as highlighted
by Zong et al. [26]. These studies underscore the immense potential of GenAI in
automating and augmenting various SE tasks while also emphasizing the need for
further research to address the associated challenges and ensure the trustworthiness
and robustness of GenAI-assisted software development.

A comprehensive research agenda by Nguyen-Duc et al. [27] has identified 78
open research questions across 11 areas of SE where GenAI can be applied. Their
agenda covers a wide range of topics, including RE, software design, implementation,
quality assurance, maintenance, processes, project management, professional compe-
tencies, education, macro aspects, and fundamental concerns of GenAI in SE. This
research agenda highlights the need for further research to address challenges associ-
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ated with GenAI-assisted software development. These challenges include industry-
level evaluation, reliability and correctness concerns, data availability, explainability,
and sustainability aspects. The agenda serves as a valuable resource for researchers
and practitioners to guide future research and development efforts in this rapidly
evolving field.

Another systematic literature review by Li et al. [28] focuses specifically on the
use of LLMs for code generation. The review introduces a taxonomy to categorize and
discuss recent developments in code LLMs, covering aspects such as data curation,
latest advances, performance evaluation, and real-world applications. The authors
provide a historical overview of the evolution of LLMs for code generation and offer
an empirical comparison that uses widely recognized benchmarks to highlight the
progressive enhancements in LLM capabilities. They identify critical challenges and
promising opportunities regarding the gap between academia and practical develop-
ment, emphasizing the need for a dedicated resource to continuously document and
disseminate the most recent advances in the field.

These studies highlight the immense potential of GenAI in automating and aug-
menting various SE tasks while also emphasizing the need for further research to
address the associated challenges and ensure the trustworthiness and robustness of
GenAI-assisted software development. Our work builds upon these existing reviews,
focusing specifically on the application of GenAI techniques in the context of RE.
The successful application of GenAI techniques in various SE tasks, such as code
generation and documentation, highlights the potential for similar approaches to be
applied in the RE domain. The lessons learned and challenges identified in GenAI
for SE provide valuable insights for researchers and practitioners exploring the use
of GenAI in RE.

2.3. Generative AI in Requirements Engineering (GenAI for RE)

By examining these interconnected domains, our systematic literature review on
GenAI for RE strategically positions itself at the convergence of AI, SE, and RE.
This study builds upon the collective knowledge amassed in AI for SE, AI for RE,
and GenAI for SE to offer a comprehensive analysis of the current landscape, chal-
lenges, and future trajectories of GenAI applications within the specialized domain
of RE. This contextualization not only emphasizes the novelty and significance of
our research but also illuminates its potential to advance the field of RE through the
lens of cutting-edge GenAI technologies.

The application of GenAI in RE is a nascent field with immense potential to
transform the way software requirements are elicited, analyzed, and validated. A
recent study investigated the use of GenAI to automatically generate design practices
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and evaluate their satisfaction of specific requirements [29]. This innovative approach
showcases the potential of GenAI in assisting requirements engineers in exploring
and evaluating alternative design solutions, thereby facilitating more creative and
efficient requirements engineering processes. Moreover, ChatGPT, a state-of-the-art
language model, has been used to automatically detect inconsistencies in natural
language requirements, enhancing the requirements validation process [30]. This
work highlights the potential of GenAI in improving the quality and consistency of
software requirements, reducing the risk of errors and ambiguities.

Another important area of research explores the potential of ChatGPT to assist in
requirements elicitation processes by evaluating the quality of requirements generated
by the model and comparing them with those formulated by human RE experts
[31]. This comparative analysis provides valuable insights into the strengths and
limitations of GenAI in capturing and expressing user needs and expectations, paving
the way for more effective human–AI collaboration in RE. Our study builds upon this
growing body of research, aiming to systematically analyze the current state of GenAI
applications in RE and provide a roadmap for future research and development in
this transformative field.

Despite the promising applications of GenAI in RE, our comprehensive review
has identified several critical challenges that need to be addressed for its widespread
adoption and effective implementation. One significant challenge is ensuring the
accuracy and reliability of GenAI-generated requirements, as highlighted by the in-
consistency detection work of Fantechi et al. [30]. In addition, the comparative
analysis of Ronanki et al. [31] reveals limitations in GenAI’s ability to fully capture
the nuances of user needs and expectations, emphasizing the ongoing need for human
expertise in the RE process.

Furthermore, our analysis has uncovered a range of challenges spanning technical,
ethical, and practical dimensions:

• Bias and Fairness [32]: Ensuring that GenAI models do not perpetuate or
amplify biases, particularly during requirements elicitation and analysis phases.

• Ethical and Regulatory Concerns [33]: Establishing ethical guidelines and
regulatory frameworks specific to GenAI use in RE.

• Security and Privacy [34, 35]: Developing robust security protocols and privacy-
preserving techniques for handling sensitive requirements data.

• Interpretability and Explainability [36, 37]: Enhancing the transparency
and interpretability of GenAI models in RE to ensure stakeholder trust and ac-
countability.
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• Computational and Economic Cost [38, 39]: Addressing the significant com-
putational resources and economic implications of deploying GenAI in RE.

• Real-Time Processing [40]: Developing GenAI systems capable of adapting to
dynamically changing requirements and processing new information in real-time.

• Hallucinations [41, 42]: Mitigating the risk of hallucinations in GenAI out-
puts, which is crucial for maintaining the accuracy and reliability of generated
requirements.

• Reproducibility [43]: Ensuring consistent and reproducible results in require-
ments generation and analysis to build stakeholder trust.

• Controllability [44]: Improving the precise control of GenAI models to align
outputs with specific project or organizational needs.

• Authorship and Copyright [45]: Addressing the legal and ethical implica-
tions of AI-generated content in RE, including ownership and intellectual property
rights.

Future research in GenAI for RE should focus on addressing these challenges
and exploring several key areas. First, there is a need to develop more sophisticated
GenAI models that can better understand and incorporate domain-specific knowl-
edge in requirements generation and analysis. Second, research should explore ways
to enhance the interpretability and traceability of GenAI-generated requirements,
ensuring that stakeholders can understand and trust the AI’s outputs. Third, in-
vestigating optimal human–AI collaboration models in RE processes is crucial for
leveraging the strengths of both human expertise and AI capabilities. In addition,
developing techniques for bias mitigation, improving security and privacy measures,
and establishing ethical guidelines will be essential for the responsible and widespread
adoption of these technologies.

The studies mentioned above demonstrate the initial potential of Generative AI,
particularly LLMs, such as the GPT series in RE. These applications span multiple
stages of RE, including requirements elicitation, analysis, and validation. However,
these studies represent only the beginning of this rapidly evolving field. Our study
aims to fill the gap in comprehensive systematic literature reviews covering this
specific area by providing a thorough analysis of the current state of research, identi-
fying key challenges and opportunities, and outlining potential directions for future
research in GenAI for RE.

In Section 5, based on the results of our systematic literature review, we will delve
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deeper into the specific research trends, main technological methods, quality assess-
ments, and future directions in this domain. We will explore how specific models
like GPT-3 and GPT-4 are applied across various stages of RE, and how techniques
such as prompt engineering and few-shot learning are being used to enhance the
performance of these models in RE tasks. By building upon the growing body of
research and addressing the identified challenges, we aim to systematically analyze
the current state of GenAI applications in RE and provide a roadmap for future re-
search and development in this transformative field. This interdisciplinary approach
will be crucial in unlocking the full potential of GenAI in revolutionizing RE pro-
cesses, leading to more efficient, accurate, and ethically sound software development
practices.

3. Research Questions

RE is a critical phase in the software development lifecycle, focusing on eliciting,
analyzing, specifying, and validating the requirements of a software system. The
main activities in RE include requirements elicitation, analysis, specification, vali-
dation, and management. The increasing complexity of software systems and the
growing demand for efficient and effective RE processes have led to explorations of
advanced AI techniques, particularly GenAI, to support and enhance various RE
activities.

The objective of this systematic literature review is to provide a comprehensive
overview of the current state of research on the application of GenAI techniques in
RE. We aim to identify the key trends, methodologies, and challenges in this emerging
field by analyzing the existing body of knowledge. We further seek to provide insights
into the potential of GenAI in addressing the limitations of traditional RE approaches
and to propose future research directions to advance the field. To systematically
investigate the application of GenAI in RE, we have formulated the following research
questions (RQs):

3.1. RQ1: What are the current research trends in applying GenAI to RE?

This question aims to analyze the distribution and characteristics of published
studies, including the venues of publication, temporal trends, and geographical dis-
tribution of research efforts. By examining these aspects, we seek to understand the
evolving landscape of GenAI applications in RE research.

14



3.2. RQ2: What are the predominant approaches and techniques employed in current
GenAI for RE research?

This question focuses on identifying and categorizing the specific methodologies,
technologies, and strategies used in the selected studies. We aim to provide a compre-
hensive overview of the technical landscape, including prompt engineering techniques,
model architectures, fine-tuning strategies, and other relevant approaches.

3.3. RQ3: How is the quality of current research in GenAI for RE evaluated?

This question addresses the critical aspect of research quality assessment. We
will evaluate the quality of the reviewed papers by examining the effectiveness of
their methodologies, the clarity of their research goals, and other relevant factors.
This analysis will help identify best practices and potential areas for improvement
in research quality.

3.4. RQ4: What are the main challenges in applying GenAI to RE, and what are
the future research directions? How do these challenges and directions relate to
the limitations of current research?

This research question addresses three crucial aspects of GenAI in RE: it iden-
tifies the primary challenges in implementing GenAI within RE practices, explores
potential future research trajectories in this rapidly evolving field, and examines how
these challenges and future directions are interconnected with the current limitations
in research.

4. Research Methodology

To ensure a comprehensive and representative literature review, a systematic
search strategy was implemented for retrieving relevant publications. Our research
methodology aligns with the best practices in RE, as outlined in ISO/IEC/IEEE
29148:2018, particularly in the aspects of requirements classification and validation
[8]. This alignment ensures that our approach is grounded in internationally recog-
nized standards for RE processes.

Scopus was used as the main search engine because of its effectiveness in SE sys-
tematic literature reviews (SLRs) and its capability to export search results. Scopus
encompasses numerous major publishers, including IEEE, ACM, Springer Nature,
Wiley Blackwell, Taylor & Francis, and Elsevier. To maximize the retrieval of perti-
nent literature, the search was extended to ArXiv and Google Scholar using identical
query parameters. Although ArXiv is not typically used in literature reviews because
of its non-peer-reviewed content, it was included in the present search because of the
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limited number of papers on GenAI for RE available in Scopus. Despite the lack
of peer review, ArXiv papers often present innovative ideas and insights valuable
for the review. Google Scholar was incorporated to capture a broader spectrum of
relevant literature across various publishers. The search strategy employed diverse
combinations of keywords and phrases related to GenAI and RE.

The search was confined to the past six years (2019–2024) to capture the most
recent research advances in this domain. The year 2019 was selected as the starting
point because of the significant emergence and development of GenAI technologies
beginning that year, notably marked by the release of GPT-2, which represented a
milestone in the advancement of LLMs.

Rigorous inclusion and exclusion criteria were established for the search process.
Inclusion criteria encompassed (1) peer-reviewed journal articles and conference pro-
ceedings, (2) English-language publications, and (3) literature highly relevant to the
application of GenAI in RE. Exclusion criteria comprised (1) non-peer-reviewed pub-
lications (with the exception of ArXiv, as previously noted), (2) literature irrelevant
to the research topic, (3) duplicate research results, and (4) gray literature such as
editorials, prefaces, and book reviews.

The initial search yielded 42 papers. Following a meticulous screening of titles
and abstracts, 27 papers were ultimately included in this review. The screening
process was conducted independently by three researchers, and any disagreements
were resolved through discussion and consensus. All search results and screening
processes were systematically managed and documented using Zotero, a reference
management software. The selection and processing of the study as shown in Figure
4.

4.1. Search and Selection Process

4.1.1. Initial Search

The following query was executed on titles, abstracts, and keywords of papers,
with the publication period limited to 2019–2024:

( "Generative AI" OR "Generative Artificial Intelligence" OR "Large

language model" OR "GPT" ) AND ( "Requirement* Engineering" )

This step resulted in the identification of 51 papers. The selected conferences and
workshops from which the papers were retrieved are listed in Table 1.

4.1.2. Impurity Removal

Because of the nature of the involved data sources, the initial search results in-
cluded elements that were not research papers, such as abstracts and international
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Table 1: Major Conferences and Workshops Cited in Selected Papers and Their
Abbreviations

Source Acronym

Artificial Intelligence and Engineering

Workshop on Artificial Intelligence and Model-driven
Engineering

MAI

IEEE International Conference on Evaluation of Novel
Approaches to Software Engineering

ENASE

Requirements Engineering

IEEE International Requirements Engineering Conference RE

IEEE International Requirements Engineering Conference
Workshops

REW

Business and Process Management

IFIP WG 8.1 Working Conference on the Practice of
Enterprise Modeling

PoEM

International Conference on Business Process Management BPM

Systems and Data Engineering

IEEE International Symposium on Systems Engineering ISSE

IEEE SoutheastCon SECon

Proceeding of the International Conference on Intelligent
Data Communication Technologies and Internet of Things

IDCIoT

Other

IEEE Aerospace Conference AeroConf
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Figure 4: Paper selection and processing

standards. To ensure the relevance and quality of the literature, the selection cri-
teria were refined to include only journal papers and conference papers. After this
refinement, 37 papers remained in the dataset.

4.1.3. Inclusion and Exclusion Criteria

For each paper, three researchers independently vetted its inclusion in the SLR
by applying the following criteria. Initially, the titles and abstracts were reviewed,
followed by a full-text reading to determine the paper’s relevance to GenAI and RE.
On the basis of the query definition, 27 papers were identified for inclusion.

• Inclusion Criteria:

1. Papers addressing GenAI for RE

2. Papers that are fully written in English

• Exclusion Criteria:

1. Papers focusing on GenAI for SE but not specifically on RE

2. Papers considering BERT as a GenAI or LLM

3. Gray literature such as book chapters, Ph.D. theses, white papers, survey
papers, and blogs
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4.1.4. Data Extraction

To systematically address the research questions, a comprehensive data extraction
process was conducted for each selected paper. Standardized data extraction forms
were employed to ensure accuracy and consistency throughout this task. The ex-
tracted data, which encompassed essential details such as bibliographic information,
research objectives, methodologies, and key findings, was meticulously organized and
systematically stored in a comprehensively structured Microsoft Excel spreadsheet to
facilitate efficient analysis and seamless access to the collected information. To fur-
ther enhance the precision of the extracted data and facilitate seamless collaboration
among the research team, the spreadsheet was subsequently transferred to Google
Sheets. This cloud-based platform enabled the co-authors to efficiently review and
validate the extracted information, minimizing the risk of errors or inconsistencies.
The use of Google Sheets not only streamlined the data extraction process but also
provided a user-friendly interface for displaying the collected data in a clear and
concise tabular format. This approach substantially improved the overall efficiency
and reliability of the data extraction phase because it enabled real-time collaboration
and continuous quality control measures to be implemented throughout the review
process. The extracted data is available online in our supplementary materials.1

• Publication title
• Publication year
• Publication venue
• Requirements phases
• Quality characteristics of the system
• Model type
• Model parameters
• Prompt engineering techniques
• Whether fine-tuning was performed
• Metrics for evaluating the model
• Rating of quality issues
• Gaps and future work mentioned by authors

5. Analysis and Discussion

Building on the overview of GenAI applications in RE presented in Section 2.3,
this section offers a detailed analysis of research trends, prevailing methodologies,

1https://github.com/haowei614/GenAI4RE_SLR_Data
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quality assessments, and potential future directions as identified through our system-
atic literature review. We conduct a comprehensive examination of the application
of various GenAI technologies, including GPT series models (e.g., GPT-3, GPT-4),
across the different stages of RE, such as elicitation, analysis, specification, valida-
tion, and management. Additionally, we assess the effectiveness of techniques like
prompt engineering, few-shot learning, and chain-of-thought prompting in enhancing
model performance. This in-depth analysis aims to provide a holistic perspective on
how Gen AI is driving innovation and advancing RE practices.

5.1. RQ1: Publication Trends in GenAI for RE

Understanding the publication trends in GenAI for RE provides crucial insights
into the evolution, focus areas, and emerging topics within this interdisciplinary field.
By meticulously analyzing these trends, we can identify key contributors, shifts in
research priorities, and the overall impact of published work. Our SLR initially
encompassed publications from 2019 to 2024. However, an important observation
emerged: the majority of relevant publications are concentrated in the period from
2023 to 2024. This timeframe represents a phase of rapid development and applica-
tion of GenAI technologies, particularly in the domain of RE. To better illustrate this
trend, we present the distribution of papers by publication type and year, focusing
on the concentration of publications in 2023 and 2024.

Figure 5 illustrates the distribution of the 27 reviewed papers across three publi-
cation types—conference, workshop, and ArXiv—and three years—2022, 2023, and
2024. The data are summarized as follows:

• Conference Papers (37.0%): Of 10 conference papers, 1 was published in
2022, 5 in 2023, and 4 in 2024.

• Workshop Papers (11.1%): All 3 workshop papers were published in 2023.

• ArXiv Papers (51.9%): Of the 14 ArXiv papers, 4 were published in 2023
and 10 in 2024.

The substantial number of publications on ArXiv observed in 2024 in particular re-
flects a growing trend toward the rapid dissemination of research findings through
preprint repositories. This practice facilitates quicker sharing and feedback within
the research community, which is particularly important in the dynamic and fast-
evolving field of GenAI for RE. The utilization of ArXiv by researchers underscores
its role as a platform for the immediate dissemination of preliminary research out-
comes. It enables scholars to gather early feedback and make necessary revisions
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before submitting their work to peer-reviewed journals, thereby accelerating the re-
search cycle and fostering collaborative advancements. These trends illustrate the
dynamic nature of the GenAI for RE landscape and emphasize the increasing focus
on leveraging GenAI technologies to address challenges in RE. They also highlight
the need for continued collaboration between academia and industry to ensure that
research findings are effectively translated into practical applications.

Figure 5: Distribution of papers by publication type and year

Main Findings for RQ1

Our findings reveal a marked increase in research on the application of GenAI
in RE between 2023 and 2024, reflecting the rapid development of this emerg-
ing field. More than half of the reviewed papers are sourced from preprint
platforms such as ArXiv, highlighting the importance of swift dissemination
and early feedback. In addition, 37% of the studies are conference papers,
demonstrating growing academic interest in this area. Together, these trends
reflect the dynamic nature and increasing significance of GenAI applications
in RE.
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Takeaway Message 1

For researchers, it is recommended to strike a balance between publishing in
peer-reviewed journals and leveraging preprint platforms to ensure both credi-
bility and the rapid dissemination of new ideas. Researchers should also focus
on exploring innovative GenAI applications in under-researched stages of RE.
For practitioners, regularly following developments on platforms such as ArXiv
is advisable, albeit with caution regarding non-peer-reviewed content. Given
the fast-paced growth of this field, both communities should prepare for the
accelerated integration of GenAI into RE and for fostering collaborations be-
tween academia and industry to bridge the gap between research and practical
applications.

5.2. RQ2: Methodology Trends

The data extracted from each study are presented in Tables 2, 3, and 4. Table
2 provides a comprehensive overview of the 27 articles reviewed, published between
2022 and 2024, revealing a burgeoning body of work in the field of GenAI for RE. The
temporal distribution of publications shows an exponential growth trend. In 2022,
only 1 paper was published in this field. The number of published papers increased
substantially to 12 in 2023 and then to 14 papers in 2024 (up to the time of this
study’s completion). This rapid acceleration in publication frequency is indicative
of several key factors. Primarily, it reflects an escalating academic interest in the
application of GenAI to RE. In also suggests potential significant advancements
in underlying AI technologies, particularly in the domain of LLMs. The trend also
points to a growing recognition of the transformative potential of GenAI in addressing
complex challenges within RE.

5.2.1. Overview of Reviewed Studies

To facilitate a more nuanced analysis and comprehension of the reviewed litera-
ture, we developed a systematic categorization framework. This framework encom-
passes several critical dimensions that enable a granular examination of each study’s
focus and contributions. The key factors we identified and scrutinized are as follows:

• Paper ID: Each study was assigned a distinctive alphanumeric code, serving
as a concise reference point throughout our analysis and discussion. Studies
sourced from ArXiv are denoted by “A” followed by a sequential number (e.g.,
A1, A2, A3). Similarly, studies from conferences and workshops are denoted
by “C” and “W,” respectively, followed by a number.

22



• Author: We documented the primary contributors to each piece of research,
enabling the identification of influential researchers and research groups in the
field.

• Year: The publication year was recorded to map the temporal evolution of AI
applications in RE and to identify emerging trends.

• Paper Type: Studies were classified as either full papers or short papers on
the basis of the submission guidelines for each conference.

• RE Phase: Examining the RE phase is crucial because the RE process lays
the foundation for the entire software development lifecycle. The quality and
effectiveness of RE activities directly affect the success of the project [46]. By
analyzing how GenAI techniques are being applied across different stages of RE,
we can gain valuable insights into the current state of research and identify areas
where GenAI has the potential to make the most significant contributions. We
categorized each study according to its primary focus within the RE lifecycle,
including:

– Requirements elicitation (Eli.): This phase involves gathering and discov-
ering requirements from various stakeholders. It is a critical step because
the quality of elicited requirements directly affects the overall success of
the project [47].

– Requirements analysis (Ana.): During this phase, the elicited require-
ments are analyzed to identify conflicts, inconsistencies, and dependen-
cies. The goal is to achieve a coherent and feasible set of requirements
[46].

– Requirements specification (Spec.): This phase focuses on documenting
the agreed-upon requirements in a clear, concise, and unambiguous man-
ner. The specification serves as a contract between stakeholders and de-
velopers [48].

– Requirements validation (Val.): The purpose of this phase is to ensure that
the specified requirements meet the stakeholders’ needs and expectations.
Validation techniques, such as reviews and prototyping, are used to detect
and correct errors early in the development process [48].

– Requirements management (Man.): This phase spans the entire RE pro-
cess and deals with managing changes to requirements, maintaining trace-
ability, and ensuring consistency among related artifacts [49].
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The five phases we have chosen to focus on are based on well-established RE
process models in the literature. One of the most widely recognized frameworks
is the RE process model proposed by Pohl [48], which divides RE into four core
activities: elicitation, negotiation, specification, and validation. Our catego-
rization closely aligns with Pohl’s model, with the addition of the management
phase to encompass activities related to requirements change management and
traceability.

• GenAI Alignment with RE: Investigating the alignment between GenAI
techniques and specific RE tasks is essential for understanding how these ad-
vanced AI models can be effectively leveraged to support and enhance various
aspects of the RE process. By examining the specific RE activities addressed
by GenAI applications, we can gain insights into the current state of research
and identify areas where GenAI has the greatest potential to make a positive
impact.

The motivation behind this investigation is multifaceted. First, with the de-
velopment of powerful language models such as GPT-3, the field of GenAI has
seen rapid advancements in recent years [50]. The model has demonstrated
remarkable capabilities in tasks such as natural language understanding, gen-
eration, and completion. Given the natural language-intensive nature of many
RE activities, exploring how these GenAI techniques can be aligned with spe-
cific RE tasks to improve efficiency, quality, and consistency is important. In
addition, the RE process is known to be complex, time-consuming, and prone to
errors [46]. By identifying the specific RE tasks that can benefit from GenAI
support, we can pave the way for the development of intelligent tools and
methodologies that address the pain points in the RE process. For example,
GenAI techniques could potentially assist in automating requirements elici-
tation, identifying inconsistencies during requirements analysis, or generating
natural language requirements specifications. Finally, the alignment between
GenAI and RE tasks can help bridge the gap between the AI and SE communi-
ties. By showcasing the potential applications of GenAI in the context of RE,
we can foster cross-disciplinary collaboration and knowledge exchange, which,
in turn, can lead to the development of more sophisticated and tailored GenAI
solutions that cater to the specific needs of the RE process.

Upon further analysis, we classified the papers on the basis of their respective
conferences. Among them, 25 are full papers and 2 are short papers, adhering to
the specific guidelines of each conference. This predominance of full papers indicates
a trend toward more comprehensive and in-depth research in this emerging field,
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providing substantial evidence to review and understand the current trends and
advancements in GenAI applications within RE. We subsequently categorized the
papers according to their focus within the RE lifecycle. As illustrated in Figure 6,
the distribution of research emphasis across RE phases is notably uneven:

Figure 6: Distribution of requirements engineering phases

1. Requirements Elicitation: The majority of studies (51.9%, 14 out of 27 pa-
pers) focus on enhancing this phase. Examples include improving information
retrieval (A1), domain model extraction (W1), and supporting elicitation qual-
ity assessment (A2).

2. Requirements Analysis: Studies such as A3 and C5 highlight the importance
of analysis in transforming requirements into formal representations and gen-
erating goal models.

3. Requirements Specification: A substantial number of studies (22.2%, 6 papers)
address specification, focusing on tasks such as summarizing contractual obliga-
tions (C1), automating inconsistency detection (C2), and generating interview
scripts (W2).

4. Requirements Validation: This phase is explored in 37.0% (10 papers) of the
studies, with notable examples like C7, which verify and identify code require-
ments.
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5. Requirements Management: Notably, only one paper (3.7%) addressed this
phase.

5.2.2. Comprehensive Analysis of GenAI Models in RE Applications

To provide a thorough understanding of the GenAI models used in RE, we have
summarized our findings in Table 3 and 4. Table 3 offers a detailed exposition of
the GenAI models used across various RE applications, elucidating the specific tech-
niques and approaches adopted in each study. In addition, we have developed visual
representations to enhance comprehension of our analysis. Figure 7 presents an
overview of the preferred GenAI models in RE research, highlighting the prevalence
and distribution of different AI architectures and frameworks. Figure 8 illustrates
the focus areas within software quality characteristics that researchers have priori-
tized when applying GenAI to RE tasks. These visual aids complement our tabular
data, offering a holistic view of the current landscape of GenAI applications in RE.
They not only showcase the dominant trends in model selection but also reveal the
quality attributes that researchers are most keen to address through AI-driven RE
approaches.

Figure 7: Distribution of generative AI models
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Figure 8: Distribution of software quality characteristics

Table 3 provides an in-depth overview of the GenAI models applied in RE across
various studies. The table categorizes the studies by ID, characteristics addressed,
models used, fine-tuning status, and specific parameters. This analysis aims to
elucidate the contributions of each study, highlight the diversity of the AI mod-
els employed, and identify potential gaps and areas for future research. The analysis
framework incorporates several key dimensions: study identification, characteristics
addressed, GenAI models employed, fine-tuning status, and model parameters. Each
study is assigned a unique identifier for reference throughout the analysis. The char-
acteristics addressed outline the specific RE aspects or challenges focused on in each
study. The GenAI models employed are documented, providing insight into the
prevalent technologies in the field. The fine-tuning status indicates whether the AI
models were used as-is or customized for specific RE tasks. Where available, details
on model parameters are provided, offering insights into the scale and complexity of
the AI systems used.
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Our analysis framework incorporates the following key dimensions:

• Paper ID

• Characteristics: The ISO/IEC 25059 standard provides a well-defined qual-
ity model that outlines the key characteristics and sub-characteristics essential
for evaluating software product quality. These characteristics include func-
tional suitability, performance efficiency, compatibility, usability, reliability,
security, maintainability, and portability [78]. By aligning our evaluation of
GenAI models with this standard, we can ensure that we are considering a
wide range of quality attributes that are relevant to the RE context. One of
the primary reasons for adopting the ISO/IEC 25059 standard is to establish
a common language and framework for assessing the quality of GenAI mod-
els across different studies and applications. Using a standardized approach,
we can compare different GenAI techniques and identify best practices and
areas for improvement. This standardization also enables better communica-
tion and collaboration among researchers and practitioners working on GenAI
applications in RE.

• Model(s): This perspective is crucial for identifying the most prevalent and
effective GenAI architectures used in RE contexts. By documenting the specific
models, such as GPT-3, GPT-4, or alternative architectures, we can track the
adoption and performance of different AI models across various RE tasks. This
information can help researchers and practitioners make informed decisions
about which models to leverage for their specific RE challenges and can guide
future research efforts in developing and refining GenAI architectures for RE
applications.

• Fine-Tuning: Examining the fine-tuning status of the models is important
for understanding the level of customization and adaptation applied in each
study. Fine-tuning techniques involve modifying a pre-trained model’s param-
eters to better suit a specific task or domain [79]. By distinguishing between
studies that employ fine-tuning and those that use pre-trained models without
modification, we can gain insights into the effectiveness of different adaptation
strategies for RE tasks. This information can help identify best practices for
tailoring GenAI models to the unique requirements and challenges of the RE
process.

• Parameter(s): Documenting parameter(s) such as temperature settings and
other relevant configuration details is vital for understanding the fine-tuning
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approaches used to optimize model performance. Temperature is a key param-
eter in generative models such as GPT-3 because it controls the randomness
and diversity of the generated outputs [80]. By recording these parameter set-
tings, we can analyze how different configurations impact the effectiveness of
GenAI models in various RE applications. This information can facilitate the
identification of optimal parameter settings for specific RE tasks and contribute
to the development of standardized fine-tuning strategies.

For model characteristics, “functional suitability” is identified as the most prevalent
characteristic, appearing in 22 of 27 studies (e.g., A1, C3, and A14). This prevalence
underscores the paramount importance placed on the practical applicability of AI
models in RE tasks. “Reliability” is the second-most common characteristic, featured
in 11 studies (e.g., W1, C7, and A9). This frequency reflects a strong emphasis on
the consistency and stability of AI model outputs in RE contexts. Other notable
characteristics include “usability,” “maintainability,” and “interaction capability.”
These characteristics are critical for ensuring the effective application of AI models in
real-world RE practices. The distribution of these characteristics across the studies
provides insights into the multifaceted approach taken by researchers to address
various aspects of AI model quality in RE applications.

Regarding model selection, GPT-series models (e.g., GPT-3, GPT-3.5, and GPT-
4) are observed to dominate the field, indicating the preeminence of LLMs in RE
tasks. Some studies have been found to use specialized variants such as GPT-3.5-
turbo, possibly for enhanced performance in specific tasks. GPT-4 is identified as
the most prevalent, followed by GPT-3 and GPT-3.5-turbo. A few studies have
employed GPT-2 and other models (e.g., T5, Google Bard, Codex, Bloom, GPT-J,
and Codellama). This distribution indicates that GPT-3.5 and GPT-4 series models
currently dominate the RE field, potentially significantly enhancing the efficiency
and quality of RE processes. Notably, several studies (e.g., A9, A10, and A14) used
multiple models, suggesting comparative performance analyses or attempts to lever-
age complementary strengths of different models. This approach of using multiple
models indicates efforts to comprehensively evaluate and optimize the application of
GenAI in RE tasks.

With respect to fine-tuning, the majority of studies (20/27) used pre-trained
models without fine-tuning. This tendency may indicate either robust capabilities of
pre-trained models in RE tasks or a focus on out-of-the-box applicability. However, 7
studies are noted to have implemented fine-tuning, suggesting potential performance
gains through model customization for specific RE tasks.

Regarding parameter settings, most of the studies do not specify detailed param-
eter settings, possibly because of the use of default configurations or the perception
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that parameter details are not critical to the research outcomes. Among studies that
provide parameter information, the temperature setting is the primary focus. The
temperature parameter, typically ranging from 0 to 1, is a key factor controlling
the randomness and creativity of generated text. Values closer to 0 are associated
with more predictable and consistent text, whereas values closer to 1 are associated
with more random and diverse text generation. Attention to temperature settings
is helpful in understanding how researchers control model generation strategies and
why specific values are chosen to achieve certain effects. This aspect is considered
significant for reproducing research results and tuning model performance.

5.2.3. Prompt Engineering

Another critical aspect of the analysis is prompt engineering (a factor of paramount
importance in leveraging GenAI models effectively), showcasing the field’s dynamic
nature and potential for AI-driven innovation. The significance of prompt engineer-
ing is recognized in its capacity to enhance the quality of generated outputs through
optimizing input prompts, controlling generated content, mitigating errors and bi-
ases, and adapting to diverse application scenarios and requirements.

To systematically evaluate the role and implementation of prompt engineering
across the reviewed studies, the following key factors are analyzed; these factors are
elaborated in Table 4:

• Paper ID

• Learning Paradigm: The “learning paradigm” category encompasses vari-
ous approaches, including zero-shot, one-shot, few-shot learning, and chain of
thought (COT). Analyzing the distribution of these paradigms in the reviewed
papers is important for understanding the prevalent strategies used to enable
GenAI models to learn and perform RE tasks with limited or no specific ex-
amples. This information can guide researchers and practitioners in selecting
appropriate learning paradigms for their specific RE challenges and can in-
spire further research into novel approaches to enhance GenAI performance in
low-data scenarios.

By articulating the thought process of the model, COT can provide valuable
insights into the decision-making mechanisms of GenAI systems, enhancing
their interpretability and trustworthiness [81]. Analyzing the prevalence and
effectiveness of COT in the reviewed papers can inform future research efforts
toward developing more transparent and explainable GenAI solutions for RE.
The distribution of this factor in the reviewed papers is illustrated in Figure 9.
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Figure 9: Distribution of learning paradigm

• Prompt Type: This category distinguishes between instruction-based prompts,
question-based prompts, and other innovative formats used in the studies. An-
alyzing the distribution of these prompt types is important for understanding
the most common and effective methods of presenting information to GenAI
models in RE contexts. This information can guide researchers and practition-
ers in designing prompts that elicit the desired behavior from GenAI systems
and can inspire further research into novel prompt engineering techniques tai-
lored to specific RE tasks. The distribution of these prompt types is illustrated
in Figure 10.

• Task Specificity: This category identifies the particular RE tasks or chal-
lenges addressed by prompt engineering in each study. By examining the fo-
cus areas of research efforts, we can gain insights into the RE activities most
commonly targeted for improvement through GenAI applications. This infor-
mation can help prioritize future research efforts and can guide practitioners
in identifying GenAI solutions most relevant to their specific RE challenges.

• Prompt Availability: This category is essential for assessing the repro-
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Figure 10: Distribution of prompt type

ducibility and transparency of the studies. The availability of the exact text
of the prompts used in each study is crucial for enabling other researchers to
replicate and build upon the findings [82]. By documenting the prevalence of
prompt availability in the reviewed papers, we can identify potential gaps in
research practices and can encourage authors to share their prompts to facili-
tate further analysis and advancement of prompt engineering techniques in RE
contexts.

For learning paradigms, various approaches are used across the studies, reflecting
ongoing efforts to optimize AI performance for specific RE tasks:

• Zero-shot Learning: This approach is used in studies such as A1 and C4,
leveraging the model’s pre-existing knowledge without task-specific training
examples.

• One-shot and Few-shot Learning: These methods are employed in studies
like W1, A3, and C2, providing limited examples to guide the model’s output,
balancing generalization with task-specific guidance.
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• Chain-of-Thought (COT): Implemented in studies such as A2 and W2,
COT prompts the model to generate intermediate reasoning steps, enhancing
its capacity for complex task resolution.

• Instruction (Inst.) and Iterative (Iter.): These formats are widely adopted,
as seen in A1 and W1, guiding the model through detailed instructions and
iterative feedback loops, respectively.

The analysis reveals a clear preference for certain prompt formats: Instruction-
based prompts are observed to dominate, featured in 22 of 27 studies. Iterative
approaches are found to complement instructions in 7 studies, indicating a tendency
toward dynamic prompt engineering. A minority of studies are noted to explore
alternative formats, including questions and descriptive prompts, suggesting poten-
tial for further diversification in prompt design. The prevalence of instruction-based
prompts underscores their efficacy in directing GenAI models for RE tasks, whereas
the emergence of hybrid approaches is interpreted as signaling an evolution toward
more sophisticated methodologies.

For task specificity, the studies are observed to address a wide spectrum of RE
tasks, demonstrating the versatility of prompt engineering; requirements retrieval,
classification, and verification are noted as key areas of focus. Domain model ex-
traction is identified as another significant task. Elicitation response generation,
inconsistency detection, user story quality enhancement, and safety RE are also rec-
ognized as important areas where prompt engineering is applied. This diversity is
interpreted as highlighting the adaptability of prompt engineering techniques across
various RE domains and challenges. The range of tasks addressed suggests the po-
tential of prompt engineering to strongly impact multiple aspects of the RE process.

Regarding prompt availability, all examined studies are reported to have their
prompts “Available,” indicating a significant tendency toward research transparency
and reproducibility. This universal availability fosters collaborative innovation and
enabling rigorous validation of results within the RE community. The consistent
practice of making prompts available is interpreted as a positive development in the
field, potentially facilitating more rapid advancements and improvements in prompt
engineering techniques for RE applications.

The insights derived from this analysis underscore the profound influence of
GenAI models on RE. The observed trends in model selection, application diversity,
and parametric considerations are collectively interpreted as indicating a rapidly
evolving domain. These advanced AI systems do not merely enhance functional
suitability and operational efficiency but fundamentally reshape RE practices. The
emphasis on parameter tuning and model adaptability across various RE tasks reveals
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a nuanced approach to AI integration, balancing technological capability with task-
specific optimization. Moreover, the application of these models in safety-critical
domains demonstrates their potential to elevate the quality and reliability of soft-
ware systems, addressing some of the most challenging aspects of modern software
development. As the field progresses, the interplay between GenAI capabilities and
the complex demands of RE processes is anticipated to drive innovation, potentially
revolutionizing how requirements are elicited, analyzed, and managed across diverse
industries. This evolving landscape not only presents opportunities for enhanced
productivity and accuracy but also calls for continued research into the ethical and
practical implications of GenAI-driven RE methodologies.

Main Findings for RQ2

On the basis of the analysis, current GenAI applications in RE primarily
use the GPT-series models, especially GPT-4, with most research using pre-
trained models rather than fine-tuned ones. Research predominantly focuses
on requirements elicitation and validation phases, emphasizing functional suit-
ability and reliability. In prompt engineering, instruction-based prompts are
most prevalent, with researchers widely adopting zero-shot, few-shot learn-
ing, and COT paradigms. These techniques are applied to diverse RE tasks
such as requirements retrieval, classification, and verification. Notably, all of
the studies made their prompts available, reflecting a commitment to research
transparency.
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Takeaway Message 2

Researchers should prioritize exploring GenAI applications in understudied
RE phases such as requirements management and investigate fine-tuning tech-
niques for GPT-series models to enhance performance in domain-specific tasks.
Developing more sophisticated prompt engineering techniques, designing com-
prehensive studies evaluating GenAI’s impact across the entire RE lifecycle,
and maintaining prompt availability to promote research transparency are key
to advancing the field.
Practitioners should consider adopting advanced models such as GPT-4, espe-
cially in early stages such as requirements elicitation and analysis. It is recom-
mended to start with instruction-based prompts when implementing GenAI
for RE tasks and to focus on enhancing functional suitability and reliability.
Practitioners should also be prepared to use GenAI models without extensive
fine-tuning and to stay informed about developments in COT and iterative
prompt engineering techniques for more complex RE tasks.

5.3. RQ3 Quality Assessment

Once the paper list was constructed using the inclusion and exclusion criteria, a
final corpus of 27 papers was obtained. As highlighted in Ref. [83], evaluating the
quality of the studies included in a systematic literature review is crucial to ensuring
the reliability of the evidence and the validity of the conclusions [84]. The following
quality assessment (QA) criteria are established:

1. Clarity of the paper’s goal;

2. Effectiveness of the evaluation in meeting stated goals and objectives;

3. Detailed presentation of results;

4. Acknowledgment and discussion of limitations, findings, and suggestions for
future study.

In the evaluation of each study, points were assigned to three assessment criteria on
a scale from 0 to 1. A rating of Yes (Y) was given if the information was found to
be precise and reliable, Partial (P) if the information was partially available, and
No (N) if the information was absent. These ratings were scored as Yes = 1 (full
point), Partial = 0.5 (half-point), and No = 0 (zero points). This method is a well-
established approach for assessing the quality of studies and has been widely used in
various systematic literature reviews [85, 86]. The application of this scoring system
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is intended to provide a quantitative measure of each study’s quality across the
established criteria. This approach enables a systematic and comparable assessment
of the reviewed papers, facilitating the identification of high-quality research and
potential areas of weakness in the literature. The use of a standardized scoring
method is aimed at enhancing the objectivity and reproducibility of the QA process
within the context of this systematic literature review.

Table 5: Quality Assessment of Reviewed Papers

ID QI1 QI2 QI3 QI4 Total

A1, W1, A2, C1, W3,
A3, C6, C7

1 1.0 1.0 1.0 4.0

C8, A4, A8, A10, A11 1 1.0 1.0 1.0 4.0
A12, A13, A14 1 1.0 1.0 1.0 4.0

C2, C5, C9 1 0.5 1.0 1.0 3.5
C3, A5 1 1.0 1.0 0.5 3.5
A6 1 1.0 0.5 1.0 3.5
W2, A7 1 0.5 0.5 1.0 3.0
C4 1 1.0 1.0 1.0 4.0
C10 1 0.5 1.0 1.0 3.5
A9 1 1.0 1.0 1.0 4.0

Average 3.79

Note: QI1–QI4 represent quality indicators used in the assessment process.
(1 = Yes, 0.5 = Partial)

From the data presented in Table 5, an average score of 3.79 is obtained, demon-
strating a high quality of the reviewed papers. This high average reflects the stringent
selection criteria used during the review process, which effectively ensured that only
studies of substantial quality were included. Consequently, this outcome lends sig-
nificant confidence to the reliability and validity of the conclusions drawn from these
papers.
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Main Findings for RQ3

The quality of current GenAI for RE research was evaluated using a systematic
approach with four quality indicators: clarity of goals, effectiveness of evalua-
tion, result presentation, and discussion of limitations. A standardized scoring
system (0–1 points) was applied to 27 papers, resulting in a high average score
of 3.79 out of 4. This high score indicates overall high quality of research in
the field, reflecting stringent selection criteria and lending confidence to the
reliability of findings in GenAI for RE studies.

Takeaway Message 3

Researchers should maintain high standards in research design and reporting,
focusing on clear goals, robust evaluation methods, and comprehensive results
presentation. They should use the quality assessment criteria as a guideline
for future studies and strive for transparency to enhance reproducibility. Prac-
titioners, by contrast, should critically evaluate GenAI for RE studies using
these same criteria, prioritizing implementation of techniques from high-quality
research while being cautious of findings from lower-scoring studies. This ap-
proach ensures that both the production and application of research in this
field maintain high standards, ultimately leading to more reliable and effective
GenAI solutions in RE practices.

5.4. RQ4: Gaps and Future Directions

Although GenAI has demonstrated immense potential in revolutionizing RE prac-
tices, a critical analysis of the current research landscape reveals several limitations
that warrant further exploration. One prominent limitation is the predominant focus
on leveraging LLMs, such as the GPT series, for requirements elicitation, analysis,
and validation. This approach may encounter challenges when confronted with com-
plex, domain-specific requirements, particularly in highly specialized or safety-critical
domains, where GenAI may struggle to fully comprehend and capture nuanced do-
main knowledge and constraints.

In addressing these challenges and considering the various characteristics and
properties of LLMs in the context of RE, our approach was guided by the compre-
hensive framework outlined in the survey by Naveed et al. [87]. This survey provides
a structured overview of the key aspects and challenges in LLM development and
application, which we have adapted to the specific context of RE. We particularly
focused on the critical areas identified in their work, including computational costs,
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bias and fairness issues, interpretability and explainability, and concerns related to
safety and controllability, all of which have significant implications for RE practices.
For instance, our discussion on bias and fairness was informed by their emphasis
on the potential societal implications of these issues, which is particularly relevant
in RE where biased requirements can lead to discriminatory systems. The issue of
hallucinations in LLMs, a key point in their survey, guided our approach to address-
ing the challenge of generating incorrect or inconsistent requirements in the context
of RE, where models need to provide reliable and accurate outputs across diverse
projects and domains. Furthermore, our examination of safety and controllability
challenges was enriched by the perspectives presented in their work, particularly in
relation to the ethical deployment of LLMs. This is especially crucial in RE, where
the outputs of these models can directly influence critical system specifications. By
aligning our analysis with this established framework, we ensured a thorough and
systematic examination of the multifaceted nature of LLMs in the specific context
of RE.

In addition, a significant imbalance exists in the existing research, with a pre-
dominant concentration on the early stages of the RE process, such as requirements
elicitation and analysis. Comparatively, there is a paucity of research exploring the
later stages, including requirements management, evolution, and long-term mainte-
nance. This disparity in research focus may lead to an incomplete understanding of
GenAI’s applicability and potential across the entire RE lifecycle. Furthermore, con-
cerns regarding the interpretability and traceability of GenAI outputs persist because
understanding decision rationales and maintaining requirement sources are pivotal
aspects of RE.

By aligning our analysis with this established framework, we ensured a thor-
ough and systematic examination of the multifaceted nature of LLMs in the specific
context of RE. Key challenges and limitations include:

• Bias and Fairness: Our analysis shows that existing research predominantly
emphasizes the functional application of GenAI models in RE tasks, often over-
looking the critical issue of bias. This overlooking of bias is particularly concerning
during the requirements elicitation and analysis phases, where implicit biases in
training data can be unintentionally amplified by models. These biases not only
pose ethical concerns, such as perpetuating societal stereotypes, but also have im-
portant implications in high-stakes applications such as hiring or law enforcement
[88, 89]. Addressing these challenges requires a multi-faceted approach, includ-
ing the careful curation of training data and the development of fairness-aware
algorithms [90]. Future research should prioritize techniques for identifying and
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mitigating AI biases, ensuring that RE processes and applications remain both
ethically sound and socially responsible.

• Ethical and Regulatory Concerns: Our review found that most studies did
not thoroughly explore the ethical implications of applying GenAI to RE, even
though requirements are foundational to the software development lifecycle. The
integration of LLMs in RE tasks introduces unique ethical challenges, such as the
potential for generating biased or harmful content, facilitating misinformation, or
misinterpreting user intentions [33, 91]. As the role of GenAI in RE expands,
an urgent need exists to establish ethical guidelines and regulatory frameworks
tailored to the specific challenges of RE. Collaboration between researchers, poli-
cymakers, and industry stakeholders is essential to ensure that the use of GenAI in
RE is responsible, aligned with societal norms, and adheres to ethical standards,
helping mitigate risks while fostering innovation in the field.

• Security and Privacy: LLMs used in RE often process large volumes of data,
including sensitive and confidential project requirements. Although some studies
briefly mention security as an important characteristic in RE, few specifically ad-
dressed the critical concerns of ensuring data privacy and model security when
using GenAI. In adversarial settings, malicious actors may attempt to manipulate
outputs or extract confidential information from these models [34, 35]. As GenAI
is increasingly applied to sensitive RE tasks, developing robust security protocols
and privacy-preserving techniques tailored to handling sensitive requirements will
be crucial for mitigating these risks. Ensuring both the integrity of the models and
the confidentiality of the data they process should be a key research focus moving
forward.

• Interpretability and Explainability: Despite the recognized importance of
interpretability in RE, a substantial research gap exists in exploring the explain-
ability of LLMs and GenAI systems in RE tasks [36]. As these models become
more complex, understanding their decision-making processes for requirements
generation and analysis grows increasingly challenging, raising concerns about re-
liability and accountability, especially in sensitive domains such as healthcare and
law. Future RE research must focus on developing novel, RE-specific explainability
techniques for LLMs, addressing how these models leverage pre-trained knowledge
and in-context learning for RE tasks [37]. Improving the transparency and inter-
pretability of GenAI models in RE is crucial for ensuring stakeholder trust and
effective integration of these technologies into RE practices.
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• Computational and Economic Cost: Training and deploying LLMs for RE
demand significant computational resources, leading to substantial economic and
environmental costs. Our review nonetheless found that most studies failed to
address the computational and economic implications of applying GenAI in RE,
which is an alarming oversight given the considerable expenses involved in training
and maintaining these models. The power consumption associated with large-
scale training is a growing concern, as is the concentration of LLM development
within well-funded organizations, potentially exacerbating inequalities within AI
research [38, 39]. Future research must prioritize evaluating the cost-effectiveness
of GenAI technologies in RE and exploring more sustainable and economically
viable alternatives to deploying these models in practice.

• Real-Time Processing: Although LLMs are increasingly expected to handle
real-time processing tasks, such as interactive dialogues and decision-making in
dynamic environments, most research in GenAI for RE remains focused on the
earlier stages of RE, such as elicitation and analysis. Few studies have explored
how GenAI can adapt to dynamically changing requirements or process new re-
quirement information in real-time. Meeting the demands of real-time performance
while maintaining accuracy and robustness poses an ongoing challenge, particu-
larly as models scale and tasks become more complex [40]. Developing GenAI
systems capable of responding to rapidly evolving project environments will be an
essential direction for future research in RE.

• Hallucinations: Recent research has extensively characterized hallucinations in
LLM outputs, categorizing them into input-conflicting, context-conflicting, and
fact-conflicting types. Although various mitigation strategies have been proposed,
including improved data curation, reinforcement of learning techniques, and lever-
aging external knowledge [41, 42], their applicability in high-stakes domains such as
RE remains largely unexplored. Given the critical role that accurate requirements
play in project success, reducing hallucinations and improving the precision of gen-
erated requirements are critical areas for future research. Because hallucinations
can have significant consequences in RE tasks, more focused exploration of effective
mitigation strategies is needed, including developing reliable automated evaluation
metrics specific to RE, adapting existing techniques such as multi-agent interac-
tion and uncertainty estimation to RE contexts, and exploring novel approaches
that ensure LLMs can deliver reliable outputs in complex and accuracy-demanding
scenarios. In addition, investigating the trade-offs between reducing hallucinations
and maintaining model capabilities in RE applications is crucial for the practical
implementation of LLMs.
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• Reproducibility: Our review identified a significant gap in studies addressing
the reproducibility of GenAI outputs in RE. In an RE environment, ensuring con-
sistent and reproducible results in requirements generation and analysis is crucial
for building stakeholder trust. The stochastic processes involved in LLM inference,
combined with the sensitivity to small parameter changes, make it difficult to val-
idate and rely on their responses in mission-critical tasks. Developing methods
to enhance the reproducibility of GenAI outputs in RE, including standardizing
evaluation metrics, providing detailed parameter settings, and exploring repro-
ducibility under varied conditions, is essential [43]. These efforts should aim to
ensure reliability and foster confidence in their use across high-stakes scenarios.
In addition, as the field moves toward using more black-box commercial LLMs,
addressing reproducibility challenges in these closed systems becomes increasingly
important for RE applications.

• Controllability: Although some studies have explored prompt engineering tech-
niques, the precise control of GenAI models to generate outputs that align with
specific project or organizational needs remains under-researched, particularly in
the context of RE. Controllability is increasingly recognized as a critical feature
of LLMs; however, many studies do not delve deeply into improving control over
model outputs. This represents a key research gap, especially as these models are
applied in sensitive or unpredictable environments [44, 92]. Future research must
focus on enhancing the controllability of GenAI in RE tasks to ensure that outputs
are tailored to specific, often stringent, requirements.

• Authorship and Copyright: Surprisingly, our review did not find any studies
that explored ownership and copyright issues in the context of GenAI-generated
requirements documents. As these technologies become more widely applied in
RE practice, the ambiguity surrounding the legal status of AI-generated content
is expected to grow [93]. Relatively few papers have tackled the complexities of
authorship and intellectual property, despite the rising proficiency of LLMs in
generating text. Clarifying ownership rights and developing legal frameworks that
balance intellectual property protection with fostering innovation in AI-generated
content is an important area for interdisciplinary research between legal and tech-
nical experts [45].

To address these gaps and pave the way for future advancements, research on
GenAI in RE should progress in several critical directions. First, investigating more
effective methods for integrating domain knowledge into GenAI models is a pressing
need. This research may involve developing domain-specific fine-tuning techniques or
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constructing domain-specific knowledge graphs to enhance AI’s understanding of the
intricacies and nuances within specific domains. Second, research should be extended
to encompass the full RE lifecycle, with a particular emphasis on exploring GenAI’s
potential in requirements evolution, conflict detection, and consistency maintenance.

Another crucial avenue for future research is the development of more robust hu-
man–AI collaboration frameworks. This research extends beyond merely improving
the output quality of GenAI models; it necessitates the design of intuitive interaction
interfaces that empower requirements engineers to effectively guide, validate, and re-
fine AI-generated outputs. Fostering a synergistic collaboration between AI’s creative
capabilities and human experts’ judgment can unlock the potential for achieving su-
perior RE outcomes.

In addition, concerns regarding the interpretability and traceability of GenAI out-
puts persist because understanding decision rationales and maintaining requirement
sources are pivotal aspects of RE. The development of guidelines for responsible AI
deployment and the establishment of ethical standards and regulatory compliance
mechanisms should form an integral part of future research endeavors.

By addressing these challenges and pursuing these research directions, we can
unlock the full potential of GenAI in revolutionizing RE processes, leading to more
efficient, accurate, and ethically sound software development practices. This inter-
disciplinary approach will be crucial to ensuring that the adoption of GenAI-assisted
RE practices aligns with societal values and promotes trust in the technology. By
proactively addressing these concerns, researchers can ensure that the adoption of
GenAI-assisted RE practices aligns with societal values and promotes trust in the
technology.

Furthermore, establishing comprehensive evaluation frameworks to assess the
performance of GenAI in RE is imperative. These frameworks should transcend
traditional metrics of accuracy and completeness, incorporating factors such as com-
prehensibility, consistency, and adaptability. Long-term empirical studies are also
essential to gauge the impact of GenAI-assisted RE on overall software project qual-
ity and success rates, providing valuable insights into the real-world efficacy of these
approaches.

Lastly, it is imperative for researchers to confront the ethical and legal implica-
tions associated with the application of GenAI in RE. These implications encompass
critical aspects such as data privacy, bias mitigation, and decision accountability.
The development of guidelines for responsible AI deployment and the establishment
of ethical standards and regulatory compliance mechanisms should form an inte-
gral part of future research endeavors. By proactively addressing these concerns,
researchers can ensure that the adoption of GenAI-assisted RE practices aligns with
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societal values and promotes trust in the technology.

Main Findings for RQ4

Current research on GenAI for RE reveals significant limitations and challenges
that hinder the realization of its full potential. A primary concern is the over-
reliance on LLMs, which struggle with complex domain-specific requirements,
especially in specialized or safety-critical domains. This overreliance is com-
pounded by an imbalanced research focus that favors early RE stages while
neglecting later phases of the RE lifecycle.
Persistent issues with the interpretability and traceability of GenAI outputs,
coupled with a lack of comprehensive evaluation frameworks, further compli-
cate the field. The research highlights critical challenges, including bias and
fairness concerns, ethical and regulatory issues, security and privacy risks, and
high computational costs. Additional challenges involve real-time processing
difficulties, the potential for hallucinations in AI-generated content, repro-
ducibility issues, limited model controllability, and unresolved questions about
authorship and copyright.
These findings underscore the need for a more holistic approach to GenAI in
RE. Future efforts should address the full lifecycle of RE, improve the handling
of specialized domain knowledge, and ensure transparency and accountability
in AI-generated outputs. Tackling these multifaceted challenges is crucial for
realizing the true potential of GenAI in revolutionizing RE practices.
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Takeaway Message 4

For Researchers

1. Advancing GenAI Models and Lifecycle Coverage: Develop com-
prehensive GenAI models that integrate domain-specific knowledge and
span the entire RE lifecycle, emphasizing complex scenarios and later
stages.

2. Enhancing Interpretability and Evaluation: Develop transparent
and traceable AI systems with comprehensive evaluation frameworks to
assess both immediate performance and long-term impact, enhancing
overall trust in GenAI outputs for RE.

3. Addressing Ethical and Technical Challenges: Address critical
GenAI challenges in RE by focusing on ethical considerations, bias miti-
gation, security, and performance optimization, while advancing methods
for reproducible, controllable, and real-time AI processing.

4. Aligning with Societal Values: Promote the responsible integration
of GenAI in RE by balancing technical innovations with ethical consider-
ations and broader societal impacts, ensuring sustainable and beneficial
advancements in the field.

For Practitioners

1. Transforming RE Practices Through Human-AI Collaboration:
Develop robust frameworks for human-AI collaboration in RE, leveraging
GenAI as a tool to augment and enhance human expertise rather than
replace it.

2. Implementing Ethical and Gradual Adoption Strategies: Im-
plement GenAI in RE through a phased, compliance-driven approach,
starting with proven areas and gradually expanding while adhering to
industry standards and regulations.

3. Conducting Empirical Studies and Shaping Industry Standards:
Conduct comprehensive real-world project studies to understand the
long-term impact of GenAI in RE, using insights to actively shape in-
dustry best practices and guidelines for responsible AI adoption.

4. Balancing Innovation with Practical Considerations: Optimize
RE processes by leveraging GenAI to improve efficiency, while proac-
tively addressing challenges such as computational costs, data privacy,
and process integrity, ensuring a balanced approach to navigating tech-
nological complexities.
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6. Threats to Validity

In this systematic literature review, we conducted a comprehensive assessment of
potential threats to the validity of the findings, encompassing internal, external, and
construct validity aspects of the research. By critically examining these threats, we
aim to provide a transparent and rigorous evaluation of the limitations and strategies
employed to mitigate them. Internal validity, which pertains to the robustness and
integrity of the research design and execution, is subject to two primary threats.
First, despite the implementation of a systematic literature search and screening
method, the inherent risk of inadvertently omitting relevant studies remains. This
threat arises from the possibility of studies being indexed in databases not covered
by our search strategy or studies using alternative terminology not captured by our
search strings. To mitigate this threat, we conducted a comprehensive search across
multiple reputable databases and applied a meticulously crafted set of inclusion and
exclusion criteria to ensure the identification of pertinent literature. Second, the
process of data extraction and analysis is susceptible to subjective judgments and
potential biases introduced by individual researchers. To address this concern, we
used a standardized data extraction template to maintain consistency and imple-
mented a rigorous cross-checking procedure involving three independent researchers
to minimize bias and ensure the reliability of the extracted data.

The external validity of the study, which pertains to the generalizability and ap-
plicability of the findings to wider contexts, is subject to two primary limitations
that may circumscribe the extent to which the results can be extrapolated beyond
the specific research setting. The temporal scope of the study, focusing on literature
published between 2019 and 2024, may not fully capture the comprehensive state of
GenAI applications in RE. This limitation is particularly relevant given the rapid
evolution and proliferation of GenAI technologies in recent years. Consequently, the
findings of this review may not entirely reflect the most recent advancements and
innovations in the field. In addition, the generalizability of the conclusions drawn
from this study may be limited by the specific characteristics and contexts of the
included studies, such as the domain of application, the scale of the projects, and
the cultural or organizational settings in which the research was conducted. These
limitations underscore the importance of interpreting the findings with caution and
considering the specific contextual factors when applying the insights to different
scenarios. Construct validity, which relates to the definition and measurement of re-
search concepts, presents inherent challenges in the domain of GenAI applications in
RE. Although widely accepted quality assessment criteria were adopted to evaluate
the included studies, we acknowledge that these standards may not be universally
applicable or entirely comprehensive in capturing the nuances and specificities of
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this emerging field. The rapid evolution of GenAI technologies and their application
in RE necessitates the continuous refinement and adaptation of evaluation frame-
works to ensure their relevance and effectiveness. In addition, the proposed analysis
framework in this study, while based on a thorough examination of the literature
and expert consultation, may not exhaustively encompass all the significant aspects
and dimensions of GenAI applications in RE. This limitation highlights the need for
ongoing research and discourse to identify and incorporate additional factors that
can influence the effectiveness and impact of these technologies in practice.

To mitigate these threats to validity, a multipronged approach was employed.
First, a rigorous and systematic literature search and screening process was adopted,
where multiple databases were adopted and well-defined inclusion and exclusion cri-
teria were applied to minimize the risk of omitting relevant studies. Second, cross-
checking by multiple researchers was implemented to ensure the reliability and con-
sistency of data extraction and analysis, reducing the influence of individual biases.
Third, the temporal and technological limitations of the study were explicitly ac-
knowledged, emphasizing the need for continuous updates and expansions of the
review as the field progresses. Fourth, the use of widely accepted quality assessment
criteria was complemented by a critical reflection on their potential limitations and
the recognition of the need for tailored evaluation frameworks specific to GenAI ap-
plications in RE. Finally, the classification framework was iteratively refined through
a combination of literature analysis and expert consultation, aiming to capture the
most salient aspects of the field while acknowledging the potential for further en-
hancements.

7. Roadmap for Advancing GenAI in RE

The rapid evolution of GenAI and its increasing application in RE necessitates
a structured approach to guide future research efforts. This roadmap outlines key
areas of focus, potential challenges, and promising directions for advancing the field
of GenAI in RE.

7.1. Advancing Model Capabilities and Domain Adaptation

To enhance the effectiveness of GenAI in RE, future research should focus on
improving model capabilities and their adaptation to specific domains:

• Enhancing Domain-Specific Knowledge Integration: Fine-tune LLMs
with domain-specific datasets, create and maintain domain-specific knowledge
graphs, and explore methods for dynamic knowledge updating.
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• Expanding GenAI Applications Across RE Lifecycle: Investigate GenAI
applications in requirements management, evolution, validation, verification,
and reuse across projects.

• Optimizing Computational Efficiency: Investigate model compression,
optimization, federated learning, and efficient fine-tuning strategies.

7.2. Enhancing Human-AI Collaboration and Interpretability

As GenAI becomes more integrated into RE processes, ensuring effective collab-
oration between humans and AI systems is crucial:

• Improving Interpretability and Transparency: Develop explainable AI
techniques, visualization tools, and methods to maintain traceability between
GenAI-generated artifacts and their sources.

• Enhancing Human-AI Collaboration in RE: Design intuitive interfaces
and interaction paradigms, develop adaptive GenAI models that learn from
human feedback, and investigate cognitive aspects of human-AI collaboration.

7.3. Addressing Ethical, Legal, and Security Considerations

As the use of GenAI in RE grows, it is essential to address associated ethical,
legal, and security challenges:

• Ethical and Legal Considerations: Develop frameworks for ethical GenAI
use, investigate privacy-preserving techniques, and explore legal implications
of GenAI-generated artifacts.

• Enhancing Security and Reliability: Develop robust testing and valida-
tion frameworks, and explore methods to ensure consistency, reliability, and
protection against adversarial attacks.

7.4. Standardizing Evaluation and Benchmarking

To effectively assess and compare different GenAI approaches in RE, standardized
evaluation frameworks are necessary:

• Developing Standardized Evaluation Frameworks: Create benchmark
datasets and tasks, develop comprehensive metrics, and establish guidelines
for conducting and reporting empirical studies on GenAI applications in RE.
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This roadmap provides a structured guide for future research efforts in applying
GenAI to RE. As the field evolves, researchers should focus on integrating these
efforts, assessing their long-term impact, and addressing challenges related to re-
producibility, controllability, real-time processing, bias mitigation, fairness, security,
and privacy. Investigating solutions to reduce computational and economic costs,
conducting extended empirical research on the impact of GenAI-assisted RE, and
assessing the societal implications of widespread GenAI use in RE are also critical
areas for future research.

8. Conclusion

This systematic literature review provides a comprehensive analysis of the current
state and future directions of GenAI applications in RE. Our rigorous examination
of 27 papers published between 2022 and 2024 reveals a rapidly evolving field with
significant potential to transform RE practices, while also highlighting critical chal-
lenges that need to be addressed. The analysis underscores the predominant use
of LLMs, particularly the GPT series, across various RE tasks. These models have
shown promising results, especially in requirements elicitation, analysis, and vali-
dation phases. The high average quality score of 3.79 across the reviewed papers
demonstrates the rigor and relevance of current research in this domain, indicat-
ing a strong foundation for future advancements. Our findings clearly indicate that
GenAI is making substantial contributions to enhancing functional suitability, reli-
ability, and efficiency in RE processes, offering innovative solutions to longstanding
challenges in the field. However, our review also reveals several limitations and chal-
lenges in the current research landscape. A notable imbalance exists in research
focus, with a concentration on early stages of the RE process, particularly require-
ments elicitation and analysis. By contrast, GenAI applications in later stages such
as requirements management, evolution, and long-term maintenance has been un-
derexplored. This disparity suggests a critical gap in understanding how GenAI can
support the full RE lifecycle.

The application of GenAI in complex, domain-specific, or safety-critical areas
remains a substantial challenge. Current models often struggle with nuanced, spe-
cialized requirements, highlighting the need for more sophisticated approaches to
domain knowledge integration. In addition, ensuring the interpretability and trace-
ability of AI-generated outputs poses a persistent challenge and is crucial for main-
taining transparency and accountability in RE processes. Our review also identified
critical issues that demand urgent attention from the research community. These
include concerns about bias and fairness in AI-generated content, ethical and regu-
latory considerations, security and privacy risks associated with processing sensitive
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requirements data, and the high computational costs of deploying large AI mod-
els. The potential for hallucinations in AI-generated content, difficulties in real-time
processing and adaptation to changing requirements, reproducibility challenges, and
limited controllability of AI models in RE tasks further complicate the practical
application of GenAI in RE. Despite these challenges, the potential of GenAI to
revolutionize RE practices remains strong. The field is at a critical juncture, poised
for breakthrough advancements that could address these limitations and unlock new
possibilities in RE. The high quality of current research provides a strong foundation
for these future developments, suggesting a promising trajectory for the field.
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